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1. **What will be produced by this project?**

Monitoring service performance and detecting exceptions is critical for Internet-based services,  such as search engines, online shopping, and social networking. Although dozens of Anomaly detectors like Anomaly Detection Toolkit (ADTK), which is a Python package for unsupervised/rule-based time series Anomaly Detection. Detection have been proposed over the years, it takes more than 10 days for the operator to select and tune the detector, and even eventually it will not work. This paper tries to solve this problem by practicing a new approach based on supervised machine learning. I will try to rebuild and use the Opprentice (Operator Apprentice) system, which allows the operator to manually annotate exceptions in the performance data with a convenient tool. Multiple detectors are used to extract the abnormal features of the performance data in parallel. Then a random forest classifier is trained by using features and tags to automatically select the appropriate combination of detection parameters and threshold.

In this article, I'll focus on time series performance exceptions (also known as volume-based exceptions) rather than other types of exceptions, such as using packet payload information for intrusion detection. The KPI(Key Performance Indicator) data that Opprentice is going to process is time series data in the format (timestamp, value). This data can be collected from SNMP, system slogs, network tracing, Web access logs, and other data sources.

1. **Who will use the results of the project?**

Direct users are anomaly detection practitioners. Any company that manufactures and operates network equipment can be a potential customer base. Typically, this product is sold to manufacturers and operators of network products. The users of the product are mostly the operation engineers and staff of the product quality inspection department in these companies, as well as other individuals or teams concerned about whether the overall quality and operation indicators of each batch of network products are anomaly.

1. **Describe the problems or difficulties currently experienced by the proposed user(s) which will be addressed by the proposed project.**

Tuning the parameters and thresholds for the detector is time-consuming because the optimal parameters and thresholds for a given detector are often highly dependent on the actual data in the service. Sometimes a combination of multiple detectors is even required to process complex parameters.Therefore, many time-consuming iterations are required between the exception detection practitioner and the operator to find the appropriate detectors and to tune their parameters and thresholds.

To address the definition challenge and detector challenge, using supervised machine learning techniques is a good choice to be able to capture complex parameters based on features and tags from the data (KPI data).First, operators can visually examine time series data and label the anomalies they identify.Operators can periodically (for example, weekly) mark cases as new data arrival because exceptions are often uncommon and the marking time is reasonable with the help of dedicated marking tools.Secondly, the severity of anomalies measured by different detectors can be used as a feature in machine learning, so each detector can be used as a feature extractor.Opprentice then learns from the tagged data and automatically obtains domain knowledge from operators.Specifically, multiple detectors are applied to KPI data in parallel to extract features.The feature and tag are then used to train the machine learning model: random forest, which can automatically select the appropriate combination of detection parameters and thresholds.The training objective is to maximize the operator's accuracy preferences.

The machine learn-based approach described above is feasible, but applying it to Opprentice presents many interesting and practical challenges.

First, marking exceptions requires a lot of manual work.In order to help operators label effectively, I need to find a special labeling tool with a simple and convenient interface.Secondly, I need to consider whether the training set contains enough exceptions and whether it will affect the performance of the machine learning algorithm. However, due to the low frequency of exceptions in practice, it is impossible for any training set to cover enough exceptions.For example, new exceptions may appear in the future. To solve this problem, it is a good choice to gradually retrain the classifier with newly tagged data. In this way, Opprentice is able to capture and learn new types of exceptions that do not occur in the initial training set. At the same time, another effect of infrequent anomalies is that the number of normal data in the training set is always greater than the anomaly. In learning this unbalanced data, the classifier tends to favor large (positive) classes over small (abnormal) classes. It results in a low detection rate that does not satisfy the operator's accuracy preference. I plan to address this problem by adjusting the machine learning classification threshold (cThld). Finally, in order to save manual work, I could neither choose the most appropriate detectors nor tune their internal parameters. I need to use multiple detectors with different parameters to extract the features. In this case, some features are either irrelevant to the exception or redundant to each other. Previous studies have shown that some learning algorithms are less accurate when dealing with these features. This problem can be solved by an integrated learning algorithm. Random Forests, which are relatively robust, are very effective for this problem.

1. **Describe the project results in more detail, including how they will be used.**

Opprentice Architecture:

1. First, the detector is selected as the feature extractor of the data. Based on feature and operator tags, the machine learning algorithm (random Forest) increments retraining the exception classifier with historical and up-to-date tagged data. The same set of detectors then extract the characteristics of the incoming data and use a classifier to detect/classify it. Here, the detector extracts only the features, rather than reporting the exceptions itself.

Labeling Tool:

1. To find Labeling Tool to help operators effectively flag anomalies in historical data.

Detectors

1. Detectors As Feature Extractors: First, when the detector receives an incoming data point, it internally generates a non-negative value, called severity, to measure how abnormal the point is. Most detectors are parameterized and have an internal set of parameters. The severity of a given data point depends on the detector and its internal parameters. The detector then further needs a threshold to translate severity into binary output, i.e. The threshold is referred to as the sThld.
2. Multiple fixed detectors are obtained by sampling the parameters of each parameterized detector. Detectors with specific sampling parameters are configured as (detectors).Thus, the configuration can act as a functional extractor: data point configuration (detector + sampling parameters)!Feature extraction, training, and classification (detection) in Opprentice are all designed for individual data points, not exception Windows.In this way, the machine learning algorithm can have enough training data, and the classifier can quickly detect individual abnormal data points.
3. EWMA(exponential weighted moving average) is a good choice for detector parameter sampling. It is a prediction-based detector with only one weight parameter.With the rise, forecasts rely more on recent data than historical ones

Machine Learning Algorithm and Confifiguring cThlds:

1. Due to the use of detectors without careful evaluation, there are redundant and irrelevant features. I can choose to use a decision tree to solve these problems. Decision tree is a popular learning algorithm because it is easy to understand and interpret. It is widely used to reveal the relationship between features and labels. At a higher level, it provides a tree model with various iF-then rules to classify data.
2. **Review existing software and literature relevant to the proposed project.**

Researchers have developed many detectors using different techniques [1-24]. In addition, the researchers attempted to address several challenges of using detectors in practice.

1. In order to automatically adjust the internal parameters of the detector, Krishnamurthy et al. [11] proposed a multi-channel grid search to find appropriate parameters from the data. Himura et al. [23] search parameters to maximize the rate of detected events. In contrast, in addition to the detector's internal parameters, we also consider the automatic selection detector and its thresholds.
2. in some jobs, ROC curves are used to evaluate the performance of different detectors without considering their thresholds [9,14].
3. MAD is used to improve the robustness of the detector against dirty data [3,15].
4. some solutions attempt to statically combine different detectors [8,21].
5. machine learning is also applied to anomaly detection [16,20,32], but it is the basic detector. Instead, use machine learning to combine different detectors.Another important challenge in anomaly detection is to obtain real values on the ground to evaluate the detector.

Three common solutions are :

1. real exceptions identified or confirmed by using domain operators [1,4,9,12,14,17];
2. generate composite exceptions by injecting real or predefined exceptions into background data [9,14,18,19];

(c) compare the anomalies reported by other detectors in pairs and take them as ground reality [1,8,10,17,18]. Solution (a) makes more sense because the basic goal of the project is to implement Opprentice's functionality to meet the needs of operators.

1. **Describe the benefits and advantages which the user could expect as a result of the project.**   
   I will follow theoretical guidance to try to build and use the Opprentice system, which allows operators to manually annotate exceptions in performance data using convenient tools. Multiple detectors can be used to extract the abnormal characteristics of performance data in parallel. Then the feature and label are used to train the random forest classifier to automatically select the appropriate combination of detection parameters and threshold. This avoids the need for operators to manually and iteratively tune detector parameters and thresholds, greatly optimizing the process of anomaly detection and improving efficiency.
2. **Describe the requirements, costs and commitments for the user as a result of this project.**   
   Operators want to be able to deploy multiple exception detectors in network services to detect data exceptions without having to manually and iteratively tune detector parameters and thresholds. Since this project is carried out based on theory and free data sources, there is no extra overhead and it can be implemented only by relying on common hardware and software.
3. **Provide a list of the major activities or steps you expect to undertake in completing this project.**
4. Collect KPI data from SNMP, system SLOg, network tracking, Web access logs, and other data sources;
5. Select the detector as the feature extractor of the data.The same set of detectors then extract the characteristics of the incoming data and use a classifier to detect/classify it.Here, the detector only extracts features, not reports the exception itself;
6. To find Labeling Tool to help operators effectively flag anomalies in historical data;
7. Detectors As Feature Extractors;
8. Multiple fixed detectors are obtained by sampling the parameters of each parameterized detector;
9. Learn the robust representation of multivariate time series by using key techniques such as random variable connection and plane normal flow;
10. Obtain the normal mode of multivariate time series;
11. Use these representations to reconstruct input data;
12. Use reconstruction probability and the data comparison to determine anomalies;
13. Explain the detected exceptions, according to the reconstruction probability of the uni-variate time series;
14. By collecting the anomalies found by the method and collecting the anomaly interpretation data, the quality parameters of network products and operation quality parameters can be optimized.

**What hardware, software, or other resources you will need to complete this project?** This project needs to use algorithms and programming methods in in Python. It also needs to find representative data sets as experimental parameters in SNMP, system slogs, network tracing, Web access logs, and other data sources. When designing the detection model, it is necessary to use LSTM(Long Short Term Memory)-based encoder-decoder for Multi-sensor anomaly detection, and apply it to multivariate time series prediction, and use the prediction error to determine the anomaly. To create a random model, it should rely on DAGMM which joints Deep Auto-encoder (AE) and Gaussian Mixture Model (GMM) simultaneously. However, the method studied in this project is still in the experimental stage and far from practical application. For example, in a real production application, users would simply enter the data set they want to analyze to get the desired exception detection and analysis results. But now you still need to manually enter and sort the data sets and manually select the algorithm to execute one by one to perform the corresponding steps in Python.
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